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Abstract

We report a new method to forecast power output from photovoltaic (PV) systems under cloudy skies that uses measurements from
ground-based irradiance sensors as an input. This work describes an implementation of this forecasting method in the Tucson, AZ region
where we use 80 residential rooftop PV systems distributed over a 50 km x 50 km area as irradiance sensors. We report RMS and mean
bias errors for a one year period of operation and compare our results to the persistence model as well as forecasts from other authors.
We also present a general framework to model station-pair correlations of intermittency due to clouds that reproduces the observations
in this work as well as those of other authors. Our framework is able to describe the RMS errors of velocimetry based forecasting meth-
ods over three orders of magnitude in the forecast horizon (from 30 s to 6 h). Finally, we use this framework to recommend optimal
locations of irradiance sensors in future implementations of our forecasting method.

© 2013 Elsevier Ltd. All rights reserved.
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1. Introduction

Solar power generation at the utility-scale is a Grand
Challenge (NAOE, 2008). A major problem is the intermit-
tent output of solar power plants due to passing clouds and
nighttime. Intermittency limits the adoption of solar power
by utility companies and industry because of potentially
unpredictable grid instabilities that may result. Addition-
ally, unpredicted fluctuations in solar power production
may cause the utility to either overproduce electricity or
purchase additional electricity. Both scenarios are expen-
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sive and can negate the benefits of using solar power
(Gowrisankaran et al., 2011). Fluctuations and intermit-
tency can be mitigated with energy storage, spinning
reserves, or demand response. However, optimal manage-
ment of these three methods requires accurate forecasts
of PV power output on several timescales. Such forecasts
are the subject of the research presented in this paper.
Forecasts with multiple forecast horizons are valuable
for utility operators and plant owners. For example, day-
ahead forecasts are needed to determine an optimal energy
trading strategy in the energy market. Hour-ahead and
intra-hour forecasts are valuable for electric grid operators
to better schedule spinning reserves and demand response.
Several methods exist to forecast PV power output,
including numerical weather models and velocimetry of
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clouds using satellite images or ground based measure-
ments of clouds (SolarAnywhere, 2012; Jayadevan et al.,
2012; Chow et al., 2011; Perez et al., 2010; Hamill and
Nerhkorn, 1993). However, these methods only outper-
form the persistence model for horizons either <10 min
or >60 min.

In Section 2, we present a novel method to forecast solar
power production using power measurements of a distrib-
uted network of PV systems (Lonij et al., 2012c). We will
show how this method outperforms the persistence model
for forecast horizons larger than 30 min. An advantage of
using ground-based sensors is that PV power output can
be inferred directly from the output of other PV systems
without independent estimates of the height, density, reflec-
tivity, or spectral properties of clouds. This is unlike satel-
lite based or Numerical Weather Prediction (NWP)
methods, which have to use radiative-transfer models to
convert either satellite images or 3D cloud density data into
an estimate of surface-level POA irradiance (Miiller et al.,
2004; Perez et al., 2004). Note that we use power measure-
ments of PV systems as a measure of irradiance, this elim-
inates the need for a dedicated network of irradiance
sensors and automatically accounts for the effect of temper-
ature and angle of incidence on power forecasts.

In Section 3 we develop a framework to model station-
pair correlations. We will show that our framework repro-
duces the station pair correlations measured in this work as
well as correlations reported by several other authors. We
then use our framework to predict the forecast accuracy
of velocimetry based forecasts that span three orders of
magnitude in the forecast horizon (from 30s to 6 h).
Finally, we discuss how to use this framework to devise a
strategy to optimally place irradiance sensors for use in
forecasting.

2. Forecasting of PV system output

The principal input to the forecasting algorithm
described here consists of measurements of PV power out-
put from 80 residential rooftop systems distributed over a
50 km by 50 km area are used to forecast PV power output.
Details of the system specifications are given in Lonij et al.
(2012b). Measurements are recorded at 15-min intervals,
and each measurement represents the average AC power
over the previous 15 min. Data presented here are obtained
using existing infrastructure. Each of the PV systems in this
study uses an inverter by SMA Solar Technology with a
data communications card installed to record data. Data
are transmitted over the Internet using an SMA Sunny
WebBox. Although the forecasts we report here are based
on historical data, a real-time forecasting system could be
implemented with a software-only modification to our
setup.

Fig. 1 shows power output for each of the 80 systems in
the Tucson area at three different times. The dark points
(indicating low output, due to a cloud) on this day shift
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Fig. 1. Measured PV output at three times separated by 30-min. Dark
(red) circles indicate stations with low power output, light (yellow) circles
indicate stations with high power output. The background color is the
interpolated clearness index (K), white areas are cloudy, blue areas are
clear. During the period shown, a cloud drifts from the south-east tot the
north-west. A movie of this is available at (Lonij et al., 2012a). (For
interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

from the southeast towards the northwest of the Tucson
valley over the course of 1 h.
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The ground sensor network presented here has an aver-
age nearest neighbor spacing of about 3 km and provides
measurements every 15 min. This results in better spatial
and temporal resolution than currently available
operational forecasts based on GOES satellite images
(SolarAnywhere, 2012) (whose forecasts have 10 km resolu-
tion and are updated approximately every hour).!

In our algorithm, once data are collected on a central
server, PV output for each system is forecast as follows.
First, a clear-sky expectation for the output of each system
is obtained, as described by Lonij et al. (2012b). Subse-
quently, we correct for outages, system orientation, and
partial shade due to permanent obstacles (not clouds)
(Lonij et al., 2012b). Finally, we infer that deviations from
the clear-sky operation of the system are the effect of
clouds. Here we define the clearness index K at every loca-
tion (x, y) and time (7) as

POA(x, y, 1)

K2 = B0t .1 M
where, POA(?) indicates the plane of array (POA) irradi-
ance at time ¢ and POAcp.(t) indicates the modeled
POA irradiance in the absence of clouds. Since the output
of any particular PV system normalized by peak power
(KW/KW ,..i) is approximately proportional to POA irradi-
ance, we can write

pi(t)

Ki ==
p[}clear(t)

(2)
where p{r) is the normalized power output (KW/KW pcai)
for system i and p; .. (t) is the normalized power that
would be generated under a clear sky. Once K has been
determined for every system at the present time ¢, then it
is possible to forecast K at time ¢+ d¢, and at location

(x, y) using
K(x,y,t +dt) = K(x — v.dt,y — v,dt, ) (3)

where v, and v, are the x and y components of the cloud
velocity.

Values of K at locations between the points where PV
systems are located are determined by interpolation as fol-
lows. For each location (x, y), K is determined for the four
closest PV systems {K;}. We then compute K(x, y) = ME-
DIAN ({K;}). We use the median instead of, e.g., bilinear
interpolation, because cloud edges are relatively sharp
compared to the 3 km distance between measurement sta-
tions. Therefore picking a representative nearby system to
estimate cloud cover is preferable over averaging.

A significant challenge in our forecasts is to determine
the cloud edge velocity. Ground-based measurements of
wind are not an accurate measure of the velocity of clouds.
For example, in Fig. 1, where the clouds progress towards

! Solar Anywhere recently started to offer forecasts with forecast
horizons less than one hour as well as 1 km x 1 km spatial resolutions,
however, at the time of writing no peer-reviewed validation of these
forecasts is available.

the northwest, ground-level wind measurements indicate
wind from the northeast. Therefore we explored four ways
of estimating cloud velocity:

1. Wind velocity from the National Oceanic and
Atmospheric Administrations Rapid Update Cycle
numerical weather model (NOAA RUC NWP) at
the grid-point at latitude 32° and longitude —111°
at an altitude of 700 mb.

2. A constant velocity for each hour that is numerically
optimized (retrospectively) to minimize the RMS
error of our power forecast. Note that this is not a
true forecast since it uses future information. We
use this method to explore how well our power fore-
casts perform if cloud velocity were perfectly known.

3. A Kalman Filter (Welch and Bishop, 2006; May-
beck, 1979) applied to the velocity determined by
method 2. We use the Kalman Filter to extrapolate
the data obtained with method 2, 2 h ahead. This
method is therefore once again a true forecast. The
Kalman Filter is applied separately to the x and y
components of the wind vector. We model wind
velocity as vg(t + 0t) = vi(t) + agot. The Kalman
Filter returns maximum likelihood estimates for
vr(t) and ag(t). For our forecast we then use
u(t) = vrlt — 61) + ag(t — 5t) *5t, where 51 =2 h.

4. The persistence model, which assumes that the clear-
ness index at a future time ¢ = o + dt is the same as
the clearness index at 7y. This is equivalent to assum-
ing the cloud velocity is equal to zero.

Table 1 shows RMS error using these three different
cloud velocity estimates for time horizons ranging from
15 min to 90 min. Table 2 shows mean bias error (MBE)
defined as MEAN (pforecast _pmeasured) (ChOW et al., 20119
Perez et al., 2010). Both Tables 1 and 2 show results for
cloudy days in the period May 1, 2011 through April 30,
2012. Cloudy days are defined as days where K; averaged
over all systems and averaged over 24 h is less than 0.9.
Fig. 2 shows the result of a forecast for one day in August
of 2011.

For comparison, Tables 1 and 2 also list results from the
persistence model. For time horizons ranging from 30 min

Table 1

RMS errors for power forecasts using forecast horizons ranging from
15 min to 90 min. RMS values are for cloudy days only and in units of
normalized PV system output power (kW/kW.,i). The results of different
methods to determine cloud velocity are shown. Note that method 2. is not
a true forecast since it uses future information.

Horizon NOAA Kalman Persistence Optimized
(1.) (3. 4. (2.)
15 min 0.065 0.067 0.062 0.061
30 min 0.082 0.082 0.084 0.055
45 min 0.090 0.092 0.097 0.069
60 min 0.098 0.100 0.105 0.079
75 min 0.106 0.107 0.113 0.092
90 min 0.112 0.114 0.120 0.102
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Table 2

Mean bias errors (x1000) for power forecasts using forecast horizons
ranging from 15 min to 90 min. MBE values are for cloudy days only and
in units of normalized PV system output power (kW/kWcai). The results
of different methods to determine cloud velocity are shown. Note that
method 2. is not a true forecast since it uses future information.

Horizon NOAA Kalman Persistence Optimized
1) (3) (4) (2)
15 min —2.80 -2.23 0.91 -0.27
30 min -3.52 -3.14 2.08 —0.56
45 min —2.58 -2.76 3.49 —-0.10
60 min -1.72 -1.91 5.09 1.07
75 min 0.16 —0.60 6.84 2.86
90 min 2.47 1.21 8.73 6.05

to 90 min, forecasts from our forecast provide smaller
RMS errors and mean bias errors than the persistence
model. This is significant because other forecasting meth-
ods based on NWP models, satellite images (Perez et al.,
2010) or all-sky images (Jayadevan et al., 2012; Chow et
al., 2011) are currently unable to beat the persistence model
at these time-horizons for these (15 min) averaging
intervals.

The best true forecast is obtained using cloud edge
velocity obtained using method 1 (wind velocity form
NOAA RUC model). The improvement over the persis-
tence model is modest (about 8% for 45 min ahead fore-
casts), though this improvement is comparable to the
improvement obtained with satellite based forecasting
methods for a 1h forecast horizon using 1h averages
(Perez et al., 2010).

Although method 2 is not a true forecast (because it uses
a retrospectively optimized cloud velocity) it does give us
an indication of how well the model can perform if cloud
velocity were better known. Method 2 results in an RMS
error that is 23% smaller than methods 1 and 3 at a forecast
horizon of 45 min. This suggests cloud velocity vectors
exist that will improve our forecast of PV system output
by 23%. Improved estimates of wind velocity may be
obtained in the future from a regionally optimized WRF
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Fig. 2. Measurements and forecasts of PV performance using the network
of 80 PV systems. This 45-min ahead forecast is made using NCDC
forecast for wind velocity. For the day shown in the figure, the RMS error
of the forecast is 0.07. The RMS error of the persistence model is 0.12.

model, ground based observations (e.g. using a camera),
or by implementing a sensor network with higher temporal
resolution (Bosch et al., 2013).

3. A model for spatio-temporal correlations of clouds

The success of velocimetry based forecasting methods is
dependent on the spatio-temporal correlation properties of
clouds in the geographical region of interest. In this sec-
tion, we develop a model that can simultaneously describe
correlations of power production as well as correlations for
ramp-rates, at multiple time scales and averaging intervals.
We use our model to describe our measurements as well as
measurements from several other authors (Hoff and Perez,
2012; Perez et al., 2012; Perez et al., 2011; Mills and Wiser,
2010; Hoff and Perez, 2010; Murata et al., 2007; Glasbey et
al., 2001). We will use our model to describe RMS forecast-
ing errors and to recommend optimal locations for irradi-
ance sensors to implement the method described in
Section 2.

Several authors have studied changes in irradiance (i.e.
ramp-rates), rather than cloud derating, and have
suggested different empirical formulas to describe the spa-
tio-temporal correlations of these ramp-rates (Perez et al.,
2011; Mills and Wiser, 2010; Murata et al., 2007). Autocor-
relation functions of ramp-rates in measured irradiance
have been studied for individual measurement stations by
Hoff and Perez (2012). In addition, correlation functions
for ramp-rates have been studied as a function of station
pair distance (Mills and Wiser, 2010; Hoff and Perez,
2010). Glasbey et al. (2001) proposed a formulation that
included both spatial and temporal dependence of the cor-
relation, however, this formulation did not allow for the
possibility of forecasting because they did not include cloud
drift. The effect of temporal and geographic smoothing of
irradiance variability has been studied using a wavelet
approach (Lave and Kleissl, 2013; Lave et al., 2012a,b).

The formulation presented here is able to capture the
qualitative features previously reported by several authors
including: monotonic decrease of the correlation function
for ramp-rates as a function of station pair distance (Mills
and Wiser, 2010; Murata et al., 2007), the zero-crossing of
this correlation function when measured exclusively in the
direction of clouds velocity (Hoff and Perez, 2012), and
finally the forecasting accuracy of 3 different velocimetry
based forecasting methods, including the results of Section
2 and work in Chow et al. (2011), Perez et al. (2010). Our
model accurately describes forecast accuracies over a range
of forecast horizons that spans nearly 3 orders of
magnitude (from 30 s to 6 h).

3.1. The framework

We define a measurement of clearness index at a
location X¥ = {x,y} at time ¢ as K(¥,#). We assume the
covariance function between two such measurements can
be written as
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Cov[K (X1,t1),K (%, 12)] = f(AX, At, {s;}) 4)

where At = t; — t,, AX = x| — X5, and {s;} is a set of param-
eters for the specific functional form of f. From now on, we
will suppress {s;} from the notation for the sake of
readability.

From this formula we will now derive the correlation
function for ramp-rates (the derivative K = dK /dt) as well
as the effect of time-averaging of either K or K. We will
use the equation for the covariance between two stochastic
variables, that are themselves sums of multiple stochastic
variables:

Cov ZX,«,ZYJ- = ZZCov(Xi,Yi) (5)

where {X;} and {Y;} are sets of arbitrary stochastic vari-
ables. Using Eq. (5), we can derive the correlation function
for measurements averaged over a time 7 defined as
K (Xt ' [J K t+7)df. We find
T
Cov[R(F1,11),K (Fasta)] = (7)2 / / didl f (AR Ai+1—1)  (6)
o Jo
Similarly we can derive the covariance function for K by

inserting the definition of  the derivative,
K(¥,t) = limg_o[K (¢ + dt) — K(¢)]/dt, into Eq. (5); we find
) -
A
OAP?
For numerical derivatives, such as those studied by Hoff
and Perez (2012), Mills and Wiser (2010), Hoff and Perez

(2010) and Murata et al. (2007), the data is also averaged.
Therefore, we first apply Eq. (6) and then Eq. (7) to find

/ / ddf

COU[K()?h tl),i(()_c'z, lz)] = —

COU[?()_C'I, tl),E(Xz, lz

Wf(AL At+1—7) (8)
This can be rewritten as
Cov[K(%1,1,), K (¥, 12)] = (0) [f (AR, At +7)
+ (AR, At —7)
— 21 (AX, At)] )

If instead of covariance, we want to study correlation be-
tween station pairs we may compute this using

Cov[X,Y]
\/Cov[X,X]CovlY, Y]

Corr[X,Y] = (10)

We will now validate this model with a specific expression
for f.

3.2. Validation

We will validate the model of Section 3.1 using our
measurements described in Section 2. Based on our

measurement we will choose a specific functional form
for f(AX, At) in Eq. (4).

Correlations between system pairs for Az =0 as a func-
tion of north-south as well as east-west separation are
shown in Fig. 3 (top). Fig. 3 (bottom) shows the station-
pair correlation when At is chosen to maximize the correla-
tion for each pair. Fig. 3 (bottom) shows an extended oval
region of high correlations corresponding to AX = v, At,
where 0, is the cloud velocity. This confirms that there is
a drift component in the behavior of clouds. Fig. 4 shows
a cross-section of Fig. 3 (top) along the east—west direction.

Based on Figs. 3 and 4 we conclude that for Az =0, the
function f must be decreasing in |A¥|. For A¥ = 0, the func-
tion must be decreasing in Az. Finally, for a given At, the
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Fig. 3. Top: Spatial correlation between station pairs for one day as a
function of separation in the east-west as well as north-south directions.
Dark/red points in the center indicate high correlation, light/yellow points
indicate low correlation. Bottom: Spatial correlation between station paris
with the relative time-shift between stations adjusted to maximize
correlation. Correlations are significantly increased for stations that are
separated by a vector that is a particular multiple of the cloud velocity, i.e.,
the central circular region of high correlation in the top figure has become
an extended oval. Correlations are calculated using 15 min averages of
normalized power. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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covariance function reaches a maximum when AX = U A¢,
where ¥, is the cloud velocity. The corresponding function
for ramp-rates must have a zero-crossing as a function of
distance parallel to the wind direction, but has no zero-
crossing if averaged over all directions (Hoff and Perez,
2012), see Fig. 5.

There are two prevalent functional forms in the litera-
ture to describe covariances of clouds. An exponential
form is used by Glasbey et al. (2001) and Mills and Wiser
(2010). A function of the form 1/(1 4 x/7) is used by Hoff
and Perez (2012). The function proposed by Hoff and Perez
(2012) does not yield the zero-crossing in Fig. 5, however,
as we show below, an exponential function does produce
this zero-crossing. We therefore choose and exponential
function:

S (A%, At) = Dy — fo~IAF—iiA oy (A [ )

where oy, 6, ¢, and A are parameters to be determined
from data. We define Dgy,, Do, and D;; as the result of
Egs. (6), (7) and (9) respectively. The first exponential in
Eq. (11) describes a drifting cloud pattern with a correla-
tion function that decays as a function of distance. The sec-
ond exponential describes the changes of the cloud pattern
over time, i.e., the degree to which the cloud pattern at time
¢, is not simply a spatially shifted version of the pattern at
time 7,. Although this simple functional form does not ex-
actly match the average correlation shown in Fig. 4, con-
sidering the large day-to-day variation in the data, we
opt for a simpler function in this work that captures all
the qualitative features we require.

Fig. 5 shows the correlation function for ramp-rates
(D7) as a function of station-pair distance. There is a clear
zero-crossing if AX is parallel to the wind velocity, but not if
AX is perpendicular or if Dy is averaged over all directions.
This behavior is consistent with results from Hoff and
Perez (2012) and Mills and Wiser (2010); Murata et al.,
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Fig. 4. A cross-section of Fig. 3 (top) in the east-west direction. The dots
indicate measurement from 3 h periods. One year of data is shown. The
black circles are averages for each distance. The figure shows that, on
average, the correlation decreases for larger A¥, but there is also a large
spread. The model of Eq. (6) is shown as well. Correlations are calculated
using 15 min averages of normalized power.
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Fig. 5. Correlations between derivatives (ramp-rates) between different
stations are modeled. The model reproduces both the monotonically
decreasing correlation as a function of distance when averaged over all
directions (Mills and Wiser, 2010; Murata et al., 2007), as well as the zero-
crossing and subsequent minimum of the correlation if the station
separation is parallel to the wind direction (Hoff and Perez, 2012).

2007. Furthermore, we can calculate the location of the
zero-crossing as a function of averaging interval by neglect-
ing the second exponential in Eq. (11), plugging this into
Eq. (9) and setting the result equal to zero and solving
for Ax). This gives

log(2) flv.|

o (1)

Ax = 2 log(2exp(ilec /o) = 1) ~ o
The approximately linear dependence on 7 is consistent
with measurements by Perez et al. (2012).

3.3. Forecast errors

In this section we model irradiance forecast errors for
velocimetry based forecasting methods using the frame-
work developed in Section 3.1. To this end, an expression
for the Mean Square Error (MSE) is first derived in terms
of the covariance between a forecast m,and a measurement
my. By definition, MSE is given by

MSE = “(ms; — my;)’/N (13)

i=0

where the subscript i refers to measurements at different
times. Given that average and variance of derating due to
clouds is similar for measurements in the same climatic re-
gion, it is reasonable to assume that the mean p, of the fore-
cast and pu, of the measurement are the same. We can
therefore insert uq—p, inside the parentheses of Eq. (13) to
obtain

N
MSE ~ > (my, — my; — (1, — 1)) /N

i=0

= Var(m; — my) (14)
We can rewrite the right hand side of this equation as

MSE = Var(ms) + Var(m,) — 2Cov(m, my) (15)



64 V.P.A. Lonij et al. | Solar Energy 97 (2013) 5866

Using Dy; to compute the variance and covariance in Eq.
(15) we can plot the predicted RMSE along with the ob-
served RMSE. Fig. 6 shows the result of the model as well
as RMSE observed in different forecasting methods. The
parameters o,, A, and ¢ in Eq. (11) are adjusted to match
the RMS errors for the method presented in Section 2
(the red circles in Fig. 6).

The RMS errors from other authors are scaled by a sin-
gle factor to match with the model. This is justified because
the other studies were conducted in different climate zones
and at different times (e.g. time of day, or time of year).
The dependence of RMS errors on forecast horizon for
all measurements shown in Fig. 6 is consistent with the
model.

Thus, we have demonstrated that we can predict RMS
errors for a given forecast horizon. In the next Section
we use this to determine the optimal locations for irradi-
ance measurement stations.

3.4. Example: recommendation of sensor locations

In Section 2, the irradiance sensor (PV system) locations
were predetermined by existing hardware installations. In
future implementations of our forecasting method it is pos-
sible that no existing hardware is available, or so many sen-
sors are already available that a subset must be chosen, in
these situations it is useful to determine optimal sensor
locations.

We now discuss optimal sensor placement in the case
where forecasts are needed for a single large PV plant. A
trade-off is possible between the number of sensors in the
network (and therefore the cost), the accuracy of the fore-
casts, and the maximum forecasting horizon. We assume
that wind can come from any direction with equal proba-
bility. Therefore, we will design a point-symmetric sensor
pattern, i.e., the PV system is located at the origin and

34 | O Perezetal
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® Lonijj et al. (this work)
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Relative RMS Error
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Fig. 6. RMS error as a function of forecast horizon for three different
experiments. Triangles represent forecasts from Chow et al. (2011),
squares represent forecasts from Perez et al. (2010), and circles represent
the present study. Data from Chow et al. (2011) and Perez et al. (2010) are
corrected for averaging interval using Eq. (6) and multiplied by 0.1 and
0.45 respectively. RMS error is also modeled using Eq. (15).

the sensors are located on concentric circles around the
PV system.

First, we first determine the spacing between sensors,
both in the radial and axial directions. At one instant
(i.e. for a constant cloud velocity vector) the radial spacing
corresponds to spacing in the direction of cloud motion
and axial spacing corresponds to spacing in the perpendic-
ular direction.

To make forecasts, we use Eq. (3), which assumes that
there is a station located at ¥ = —,dt. If there is no station
at that location, we can use the average of two nearby
stations:

my(X) = my(%;) /2 4 my(X;) /2 (16)

where X; and ¥; indicate the locations of the two nearest
irradiance sensors. If we plug this expression for m,(¥) into
Eq. (15) and use Eq. (5) to expand the covariance and var-
iance terms we find

MSE = % Var(ms(X;)) + %Cov(ms()_c})7 ms(X;))
— 2[Cov(my, my(x:)) /2 + Cov(ms, my(X;)) /2] (17)

We can use Eq. (17) to calculate the spacing between sta-
tions if we assume that x; and x; are equidistant from x
(the worst case scenario) and set the RMSE to be no more
than a given threshold (e.g. 3% higher than the minimum
RMSE). Using the expression for covariance in Eq. (6)
and the expression for fin Eq. (11), Eq. (17) can be solved
numerically to yield the maximum distance between x; and
X;. We can follow this procedure for station separations
either perpendicular or parallel to the direction of cloud
propagation.

Finally, we have to choose and averaging time (7); we
assume that for larger forecast horizons it is acceptable

100 4——2.5 W Station Locations

Forecasting Horizon (hrs)

Distance from PV Plant (km)

Distance from PV Plant (km)

Fig. 7. Station locations calculated by numerically evaluating Eq. (17).
The equivalent forecasting horizons, assuming a cloud velocity of 40 km/h
are also shown.
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Table 3

Parameters used in Eq. (11).

Parameter Value
A 0.024
Ox 20 km
o, 6h

q 0.65

to use larger averaging intervals. This reflects the fact that
small clouds are less significant when they are further away.
Here we choose 7 = At/4. Fig. 7 shows the results for the
parameters shown in Table 3.

4. Conclusion

We presented results of an irradiance forecasting
method that uses measurements from a network of residen-
tial PV systems. Forecasts using 15-min interval measure-
ments from a network of distributed PV systems
outperform the persistence model for forecast horizons
ranging from 30 min up to 90 min. This is an improvement
over forecasts based on satellite images, which are not
available at 15 min intervals for forecasts horizons ranging
from 30 min up to 90 min.

We observed that the RMS error of our forecasts for
may be improved by 23% (for forecast horizon of 45 min)
if we can find better ways to determine cloud velocity. This
shows the overall capability of our model. Determining
cloud velocity from measured PV data is challenging for
our data set because the geographical area spanned by
our dataset is small relative to the time resolution of our
measurements. Simply stated, this is because it takes only
a few time steps (1 h or so) for clouds to transit across
our entire 50-km network.

Using wind velocities obtained from numerical weather
models gives improved results. However, because cloud
edge velocity is not always the same as wind velocity, there
are still significant errors. In future work we will therefore
explore other techniques to determine cloud velocity,
including analysis of cloud images from satellites and from
ground-based cameras. We will also explore if we can use a
numerical weather models to predict on which days veloc-
imetry based forecasts will perform well and on which days
velocimetry based forecasts produce large errors.

Finally, we developed a framework to describe spatio-
temporal correlations of cloud deratings. This framework
is able to reproduce results from several different authors
who studied different geographical regions. The model is
able to describe both correlations in power output as well
as correlations of ramp-rates.

We applied our framework to model forecasting errors
and were able to predict RMS forecasting errors over three
orders of magnitude in the forecasting horizon (from 30 s
to 6 h). We also used our framework to determine optimal
irradiance sensor locations for future implementations of
our forecasting method.

Role of the funding sources

This work was funded by Tucson Electric Power (TEP),
the University of Arizona, and the Arizona Research Insti-
tute for Solar Energy. TEP suggested that forecasts of PV
power production could be useful if possible. The funding
sources had no role in study design; in the collection, anal-
ysis and interpretation of data; in the writing of the report;
and in the decision to submit the article for publication.
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